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I. Introduction	
	
In	the	past	century	there	have	been	thousands	of	airplane	crashes.		This	paper	examines	the	proportion	of	
fatalities	among	the	passengers	and	crew	on	board	these	aircrafts.		It	uses	a	variety	of	statistical	
techniques	to	analyze	a	number	of	possible	explanatory	variables	including	season,	time	of	day,	and	
number	of	people	on	board	the	plane.		The	SAS	commands	along	with	their	outputs	and	explanations	are	
included	in	the	SAS	Code	section	of	the	paper.		A	full	list	of	the	SAS	commands	is	available	in	the	appendix.	
	

II. Data	
	
The	data	contains	information	on	airplane	crashes	around	the	world	between	1908	and	2009.	The	data	can	
be	found	at	https://opendata.socrata.com/Government/Airplane-Crashes-and-Fatalities-Since-1908/q2te-
8cvq.	Variable	descriptions	were	obtained	from	http://www.planecrashinfo.com/database.htm	and	can	also	
be	found	below.		There	are	5268	observations	in	the	dataset.	
	
Note	that	the	dataset	was	restructured	to	add	columns	for	month	and	year	(based	on	the	"date"	in	the	original	
dataset)	along	with	hemisphere	and	season	(based	on	"date"	and	"location")	from	original	dataset.		
Hemisphere	and	season	are	approximate	values	should	not	be	interpreted	as	exactly	descriptive	of	the	crash.	
The	restructured	dataset	also	contains	a	column	for	"proportion	of	fatalities	among	people	on	board"	and	is	
an	exact	representation	of	the	crash	based	on	the	"aboard"	and	"fatalities"	values	in	the	original	dataset.		The	
restructured	dataset	contains	18	variables.	
							
Response	Variable:	proportion	of	fatalities	among	people	on	board	(ProportionFatalities)	
				
Variables	in	dataset:	

1.	Date	(date	of	accident	-	mm/dd/yyyy)	
2.	Month	(month	of	accident	-	mm	-	January	=	1,	December	=	12)	
3.	Year	(year	of	accident	-	yyyy	-	1908	to	2009)	
4.	Time	(local	time	when/where	accident	occured	-	24	hour	format)	
5.	TimeInMinutes	(number	of	minutes	after	12:00AM	local	time	that	the	accident	occurred)	
6.	Location	(location	of	crash)	 	
7.	Hemisphere	(hemisphere	of	crash	-	North	or	South)	
8.	Season	(season	during	crash	-	Fall/Winter/Spring/Summer)	
9.	Winter	(1	if	Winter,	0	if	a	different	season)	
10.	Spring	(1	if	Spring,	0	if	a	different	season)	
11.	Summer	(1	if	Summer,	0	if	a	different	season)	
8.	Operator	(airline	or	operator	of	aircraft)	
9.	Flight	Number	(flight	number	assigned	by	aircraft	operator)	
10.	Route	(complete	or	partial	route	flown	prior	to	accident)	
11.	Type	(aircraft	type)	
12.	Registration	(ICAO	registration	of	aircraft)	
13.	cn/ln	(Construction	or	serial	number	/	line	or	fuselage	number)	 	
14.	Aboard	(total	aboard	-	crew	and	passengers)	
15.	Fatalities	(total	fatalities	aboard	-	crew	and	passengers)	
16.	Proportion	of	Fatalities	Among	People	on	Board	(Fatalities/Aboard)	
17.	Ground	(total	killed	on	the	ground)	
18.	Summary	(brief	description	of	accident	and	cause	if	known)	
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III. SAS	Code	
	
	
	

>proc import out= plane DATAFILE="/home/coraor0/Stor 455 Project/added_ 
>              columns_Airplane_Crashes_and_Fatalities_Since_1908.xlsx"  
>   DBMS=xlsx REPLACE;  SHEET="data";  GETNAMES=YES; 
>run; 

 
The	“input”	procedure	was	used	to	read	in	the	data		(an	xlsx	file)	and	store	it	as	a	dataset	called	“plane.”		The	
data	was	examined	to	ensure	it	was	imported	correctly. 
	

>data nomissing;  
>   SET plane; 
>   IF (Month = . or Year = . or TimeInMinutes = . Winter = . or Spring =  
>       . or Summer = . or Aboard = . or Fatalities = . or  
>       ProportionFatalities = . or Ground = .) THEN delete; 
>run; 

 
A	new	dataset	called	“nomissing”	was	created	in	order	to	exclude	all	records	from	the	“plane”	dataset	that	
contained	missing	values.		Note	that	only	records	with	missing	values	in	specific	columns	are	omitted;	since	
only	numerical	variables	will	be	used	in	the	regressions	there	is	no	need	to	drop	observations	that	contain	
missing	values	for	string	variables	such	as	“summary”	or	“route.”	
	

>title Scatter Plot Matrix'; 
>proc sgscatter data=nomissing; 
>   label TimeInMinutes='Time'; 
>   matrix Month Year TimeInMinutes Winter Spring Summer Aboard Fatalities  
>          Ground ProportionFatalities / transparency=0.8  
>   markerattrs=graphdata3(symbol=circlefilled); 
>run; 

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

Figure	1:	Scatter	Plots	
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In	order	to	perform	some	diagnostics	on	the	data,	a	scatterplot	was	made	using	SAS’s	“Scatter	Plot	Matrix”	
Snippet.		The	results	are	shown	above.		It	appears	that	“aboard”	and	“fatalities”	have	a	fairly	linear	
relationship,	something	that	will	need	to	be	revisited	later	in	the	analysis.		“ProportionFatalities”	and	
“fatalities”	also	seem	to	have	a	positive	relationship,	though	more	analysis	is	necessary	to	determine	whether	
or	not	the	relationship	is	linear.	“Aboard”	and	“fatalities”	both	seem	to	have	a	positive	relationship	with	
“year,”	which	may	be	explained	simply	by	the	increase	in	the	number	of	observations	available	in	the	later	
years	(due	to	an	increase	in	the	number	of	commercial	flights).		Aside	from	all	of	these	possible	relationships	
evident	in	the	scatter	plot,	it	should	be	noted	that	the	Ground	variable	seems	to	have	some	outliers.		This	can	
be	examined	more	closely	with	a	scatter	plot	of	the	Ground	observations.	
	

>proc gplot data=nomissing; 
>  plot ProportionFatalities* Ground ; 
>run; 

	

	
Figure	2:	Ground	scatter	plot	

It	seems	that	there	is	one	observation	around	2800	whereas	the	rest	are	close	to	0.		To	get	some	more	
information	about	this	observation,	we	can	print	all	observations	whose	Ground	value	is	above	some	
threshold.	
	

>proc print data=nomissing; 
>  var Date Location Operator Route Type Aboard Fatalities Ground; 
>  where Ground > 1000; 
>run; 
 
 
 
 
 

	

Figure	3:	Observations	with	>1000	ground	deaths 
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After	examining	the	data,	it	is	clear	that	the	outliers	in	Ground	are	not	due	to	typos	or	mistakes	but	rather	are	
representative	of	two	of	the	planes	that	crashed	in	the	terrorist	attack	on	the	Twin	Towers	in	September	of	
2001.		Despite	being	true	values,	these	observations	may	skew	the	results.		We	will	perform	some	tests	later	
in	the	analysis	to	determine	whether	or	not	these	outliers	(and	other	potential	observations)	are	influential	
and	should	be	excluded	from	the	analysis.		
	

>proc means data=nomissing; 
> var ProportionFatalities Month Year TimeInMinutes Winter Spring Summer  
>     Aboard Fatalities Ground; 
>run; 

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
The	above	statement	provides	some	descriptive	statistics	for	each	of	the	numerical	variables	in	the	dataset.			
This	information	can	provide	some	insights	into	potential	outliers.		For	example,	since	the	TimeInMinutes	
variable	represents	the	number	of	minutes	after	12:00AM	at	which	the	accident	occurred,	the	value	can	be	no	
larger	than	1440	(the	total	number	of	minutes	in	a	day).		Therefore	if	the	MEANS	procedure	shows	a	
maximum	for	TimeInMinutes	larger	than	1440	this	would	suggest	that	there	are	some	outliers	in	the	dataset	
that	may	need	to	be	deleted.		Similarly	if	the	maximum	for	Fatalities	were	higher	than	the	maximum	for	
Aboard	this	would	imply	a	potential	issue	as	Fatalities	is	only	measured	among	number	of	people	on	board	
the	plane	(Aboard).		However	based	on	the	results	shown	above	it	seems	like	there	are	no	noticeable	issues	
with	the	dataset.	
	
	

>proc univariate data=newdata2 alpha=.05; 
> var ProportionFatalities; 
> histogram / endpoints = 0 to 1.0 by 0.1; 
>run; 
 

 
The	“univariate”	procedure	was	used	to	obtain	more	detailed	information	about	the	response	variable	
(proportion	of	fatalities	among	people	on	board	–	ProportionFatalities).	The	results	are	shown	on	the	
following	page.		 
 
 
 
 
 
 
 
 
 
 
 

Figure	4:	MEANS	Procedure	for	all	variables	
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Figure	5:	UNIVARIATE	Procedure 

Figure	6:	UNIVARIATE	Procedure	Histogram	
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It	may	seem	strange	that	the	tallest	bin	in	the	histogram	is	the	1.0-1.1	bar,	but	it	is	important	to	note	that	a	
bin	contains	all	values	greater	than	or	equal	to	the	leftmost	value	and	less	than	the	rightmost	value.		
Therefore	all	observations	represented	by	the	1.0-1.1	bar	in	the	histogram	have	ProportionFatalities	equal	to	
1.0	(i.e.	all	persons	on	board	that	airplane	died	in	the	crash).	
	

>proc corr data=newdata2; 
> var ProportionFatalities Month Year TimeInMinutes Winter Spring  
>     Summer Fatalities Ground; 
>run; 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

	
	
The	“corr”	procedure	provides	the	Pearson	correlation	coefficients	for	each	of	the	variables	specified	in	the	
SAS	statement.		At	the	99%	confidence	level	there	are	a	few	variables	that	have	a	significant	linear	
relationship.		Winter,	Spring,	and	Summer	all	correlate	with	Month	as	well	as	with	each	other.		This	makes	
sense	intuitively	because	Winter,	Spring,	and	Summer	are	indicator	variables	for	season	and	since	each	
season	has	designated	months	(depending	on	the	hemisphere)	the	month	should	be	correlated	with	season.		
There	are	two	other	significant	correlations	in	the	table	above.		The	first	is	Fatalities	and	ProportionFatalities,	
which	have	a	positive	correlation	coefficient	of	.19948.		This	follows	from	the	idea	that	each	plane	has	a	limit	
on	the	number	of	people	aboard;	the	higher	the	number	of	fatalities,	the	higher	one	would	expect	the	
proportion	of	fatalities	to	be.		Fatalities	is	also	strongly	correlated	with	Aboard,	having	a	correlation	
coefficient	of	.76371.			This	is	logical	for	a	similar	intuitive	reason	to	why	Fatalities	is	correlated	with	
ProportionFatalities;	if	a	plane	crash	has	a	high	number	of	fatalities	then	the	number	of	people	aboard	the	
plane	must	have	also	been	high.		Based	on	these	correlations	and	the	logical	argument,	it	seems	like	Fatalities	
should	be	excluded	from	the	model	as	it	introduces	a	large	amount	of	redundancy	to	the	model.	
	
	
Before	delving	further	into	the	analysis	we	need	to	identify	potential	outliers	and	determine	whether	or	not	
they	are	influential.		The	hat	matrix	diagonals	can	be	used	to	identify	any	outliers,	and	there	are	a	number	of	
tests	that	can	be	used	to	determine	which	are	influential	and	should	be	deleted	for	the	model.			The	DFFITS	
and	Hat	Matrix	Diagonals	tests	are	described	on	the	next	page.	
	
	

Figure	7:	Pearson	Correlation	Coefficients	
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1. Hat	Matrix	Diagonals	–	if	the	value	is	greater	than	2 ∗ 𝑝/𝑛	then	the	cases	are	influential	
• Assuming	we	use	a	model	with	8	explanatory	variables	(Month,	Year,	TimeInMinutes,	Winter,	Spring,	

Summer,	Aboard,	Ground),	hat	matrix	value	must	be	greater	than	2 ∗ 9/3206	or	0.00595.			
2. DFFITS		-	if	the	magnitude	of	the	DFITTS	value	is	larger	than	2 𝑝/𝑛	then	the	cases	are	influential	

• Assuming	we	use	a	model	with	8	explanatory	variables	(Month,	Year,	TimeInMinutes,	Winter,	Spring,	
Summer,	Aboard,	Ground),	the	absolute	value	of	the	DFFITS	value	must	be	greater	than	2 9/3026	or	
0.1091.		Note	that	Fatalities	was	excluded	from	the	model;	this	will	be	explained	later	in	the	analysis.	

	
We	could	also	examine	the	Cook’s	Distances,	R-Student	values,	and	the	DFBETAS	in	order	to	determine	which	
outliers	should	be	discarded,	but	in	this	case	DFFITS	and	the	hat	matrix	diagonals	should	be	sufficient.	
	

>proc reg data=newdata; 
> model ProportionFatalities = Month Year TimeInMinutes Winter Spring  
>       Summer Aboard Ground; 
> output out=outdata r=residual h=hat rstudent=rstudent dffits=dffits; 
>run; 
>proc print data=outdata; 
> var ProportionFatalities Month Year TimeInMinutes Winter Spring  
> Summer Aboard Ground residual hat rstudent dffits; 
> where hat > 2*9/3026 or dffits > 2*sqrt(9/3026); 
>run; 
 

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

Figure	8:	Outliers	&	Influential	Cases	
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The	table	on	the	previous	page	lists	all	observations	where	either	the	Hat	Matrix	Diagonal	is	above	the	
threshold	(indicating	an	outlier)	or	the	DFFITS	magnitude	is	greater	than	its	threshold	(indicating	an	
influential	case).	
	

>data newdata2; 
> set outdata; 
> if hat > 2*9/3026 and dffits > 2*sqrt(9/3026) then delete; 
> keep ProportionFatalities Month Year TimeInMinutes Winter Spring Summer  
> Aboard Ground; 
>run; 

	
The	statement	above	drops	all	observations	that	are	marked	as	influential	outliers	by	the	Hat	Matrix	
Diagonals	test	and	the	DFFITS	test.	
	

>proc reg data=newdata2; 
> model ProportionFatalities = Month Year TimeInMinutes Winter Spring  
>       Summer Aboard Ground; 
> output out=temp student=r; 
> plot ProportionFatalities*(Month Year TimeInMinutes Winter Spring Summer  
>      Aboard Ground); 
> plot student.*(Month Year TimeInMinutes Winter Spring Summer Aboard  
>      Ground p.); 
> plot student.*nqq.; 
>run; 

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

Figure	9-1:	REG	Procedure	for	diagnostics	

Figure	9-2:	REG	Procedure	Graphs	
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The	statement	above	performs	a	regression	on	the	new	dataset	(without	the	outliers)	and	excluding	the	
Fatalities	variable,	with	the	results	displayed	above.		Unfortunately	the	R2	value	is	quite	low	at	0.0750,	which	
means	the	model	only	explains	about	7.5%	of	the	variable	in	the	response	data.			Ideally	R2	value	would	be	
much	closer	to	100%.		A	low	R2	value	does	not,	however,	mean	that	the	model	is	meaningless	or	unusable.		
There	can	still	be	statistically	significant	predictors	in	the	model,	but	a	low	R2	value	does	mean	that	
predictions	of	the	response	variable	will	not	be	very	precise.		The	p-value	for	the	F	test	is	less	than	0.0001	
which	means	the	model	is	significant	(despite	the	low	R2	value).		The	only	explanatory	variables	with	p-values	
less	than	0.05	are	Aboard	and	Summer.		Note	that	the	residual	plots	in	Figure	9-2	do	not	represent	a	random	
Gaussian	distribution	around	zero.		This	suggests	that	the	error	terms	are	not	normal	and	therefore	a	linear	
model	is	not	necessarily	the	best	model	for	this	system.		However	since	we	have	not	studied	nonlinear	
regressions,	we	will	continue	with	the	linear	regression.	
	

>proc reg data=newdata2; 
> model ProportionFatalities = Month Year TimeInMinutes Winter Spring  
>       Summer Aboard Ground; 
> test1: test Winter, Spring, Summer; 
>run; 

	
	
	
	
	
	
	
	
	
	
The	statement	above	performs	an	F	test	to	determine	whether	or	not	Winter/Spring/Summer	should	be	
included	in	the	model.		Essentially	this	statement	compares	two	models,	one	which	includes	all	variables	
(Month,	Year,	TimeInMinutes,	Winter,	Spring,	Summer,	Aboard,	Ground)	with	the	model	that	excludes	Winter,	
Spring,	and	Summer.		Because	the	second	model	is	nested	inside	the	first	model,	this	comparison	can	easily	be	
achieved	by	performing	an	F	test	in	which	the	hypotheses	are	as	follows:	
	

H0:	β4	=	β5	=	β6=0	
H1:	β4	and	β5	and	β6	are	not	all	0	(i.e.	at	least	one	is	nonzero)	

	
In	this	case,	β4	represents	the	regression	coefficient	of	the	Winter	indicator	variable,	β5	represents	that	of	the	
Spring	indicator	variable,	and	β6	represents	the	coefficient	for	the	Summer	variable.		The	p-value	for	the	F	test	
(shown	in	Figure	10	above)	is	0.1579	which	is	not	significant	at	the	95%	confidence	level.		This	suggests	that	
Winter,	Spring,	and	Summer	are	all	not	useful	for	predicting	ProportionFatalities	in	a	linear	model	therefore	
they	can	be	excluded	from	the	model.	
	

>proc reg data=newdata2; 
> model ProportionFatalities = Month Year TimeInMinutes Winter Spring  
>       Summer Aboard Ground / VIF TOL; 
>run; 

	
	
	
	
	
	
	
	
	

Figure	11:	Variance	Inflation	Analysis	

Figure	10:	F	Test	for	model	without	seasons	
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The	statement	above	checks	for	multicolinearity	in	the	model.		A	variance	inflation	(VIF)	value	greater	than	
10	would	suggest	that	there	is	excessive	multicolinearity	and	some	of	the	variables	should	be	removed	from	
the	model.		Since	none	of	the	variables	have	a	VIF	value	over	10	there	does	not	seem	to	be	an	issue	of	
multicolinearity.	
	

>data transformations; 
> set newdata2; 
> _id_ = _n_; 
> month_year = Month*Year; 
> month_time = Month*TimeInMinutes; 
> month_aboard = Month*Aboard; 
> month_ground = Month*Ground; 
> year_time = Year*TimeInMinutes; 
> year_aboard = Year*Aboard; 
> year_ground = Year*Ground; 
> time_aboard = TimeInMinutes*Aboard; 
> time_ground = TimeInMinutes*Ground; 
> aboard_ground = Aboard*Ground; 
> aboard2 = Aboard*Aboard; 
> ground2 = Ground*Ground; 
> log_aboard = log(Aboard+1); 
> log_ground = log(Ground+1); 
>run; 
 
 

In	order	to	find	a	model	with	better	fit,	some	interaction	terms	need	to	be	explored.		The	above	statement	
creates	a	number	of	interaction	terms	in	a	new	dataset	called	“transformations.” 
 

>proc reg data=transformations; 
> Stepwise: model ProportionFatalities= Month Year TimeInMinutes  
>                 Aboard Ground month_year month_time month_aboard  
>                 month_ground year_time year_aboard year_ground  
>                 time_aboard time_ground aboard_ground aboard2 ground2  
>                 log_aboard log_ground / selection=stepwise; 
>run; 
>quit; 
 
 

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
The	statement	above	performs	the	stepwise	selection	algorithm	to	determine	which	variables	to	include	in	
the	dataset.		The	algorithm	proceeded	through	5	steps	before	arriving	at	the	results	printed	above.		The	
results	show	that	year,	log(aboard),	and	aboard2	are	statistically	significant	along	with	the	interaction	terms	
between	year	and	aboard	as	well	as	time	and	aboard.	
	
	
	
	
	

Figure	12:	Stepwise	algorithm	with	interaction	terms	
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>proc reg data=transformations; 
> Forward: model ProportionFatalities = Month Year TimeInMinutes Aboard  
>                Ground year_aboard time_aboard aboard2 log_aboard /  
>                selection=FORWARD vif tol slentry=0.1; 
> Backward: model ProportionFatalities = Month Year TimeInMinutes Aboard  
>                 Ground year_aboard time_aboard aboard2 log_aboard /  
>                 selection=B vif tol slstay=0.1; 
> Stepwise: model ProportionFatalities = Month Year TimeInMinutes Aboard  
>                 Ground year_aboard time_aboard aboard2 log_aboard /  
>                 selection=stepwise vif tol slentry=0.1 slstay=0.1; 
> rsquare: model ProportionFatalities = Month Year TimeInMinutes Aboard  
>                Ground year_aboard time_aboard aboard2 log_aboard /  
>                selection=rsquare vif tol; 
> adjrsq: model ProportionFatalities = Month Year TimeInMinutes Aboard  
>               Ground year_aboard time_aboard aboard2 log_aboard /  
>               selection=adjrsq vif tol; 
> cp: model ProportionFatalities = Month Year TimeInMinutes Aboard Ground  
>           year_aboard time_aboard aboard2 log_aboard / selection=cp vif  
>           tol; 
>run; 
>quit; 

	
There	are	a	number	of	different	models	that	could	be	adequate	for	the	dataset,	and	there	is	no	way	to	
determine	which	is	definitively	the	“best”	model.		However	there	are	methods	to	compare	various	models.		
The	selection	algorithms	above	provide	multiple	models,	which	can	later	be	compared	using	these	various	
methods.		The	forward	and	stepwise	algorithms	both	provide	the	same	model	involving:	Year,	year_aboard,	
aboard2,	and	log(aboard).		This	model	has	an	R2	value	of	0.0866	and	a	root	MSE	of	0.29239.		The	backward	
elimination	method	includes	the	untransformed	aboard	variable	rather	than	the	year_aboard	interaction	
term.		The	rsquare	selection	method	provides	a	model	with	9	variables	and	an	R2	value	of	0.08880.		While	this	
value	is	slightly	better	than	the	R2	value	of	the	previous	model,	this	does	not	necessarily	mean	that	the	model	
is	better.		In	fact,	introducing	additional	variables	to	a	model	often	increases	the	R2	value	without	actually	
improving	the	fit	of	the	model.		Instead	it	may	lead	to	“overfitting”	where	the	model	may	fit	the	given	dataset	
very	well	but	will	not	generalize	to	other	datasets.		The	adjrsq	method	also	included	a	number	of	variables	
and	is	likely	subject	to	overfitting.		The	cp	method	provided	the	same	model	as	the	forward	selection	
algorithm	and	stepwise	algorithm	with	an	additional	time_aboard	term.		I	chose	to	use	the	model	from	the	
forward	and	stepwise	selection	algorithms	as	they	seem	the	most	logical	to	me.		However	it	is	worth	
mentioning	that	there	is	no	way	to	determine	the	“best”	model	so	at	this	point	any	of	the	aforementioned	
models	could	be	chosen.	
	

>proc reg data=transformations; 
> model ProportionFatalities = Year year_aboard aboard2 log_aboard; 
> output out=temp student=r; 
> plot ProportionFatalities*(Year year_aboard aboard2 log_aboard); 
> plot student.*(Year year_aboard aboard2 log_aboard p.); 
> plot student.*nqq.; 
>run; 
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This	statement	performs	a	regression	on	the	new	model	with	Year,	aboard2,	and	the	interaction	terms	
between	year	and	aboard	as	well	as	log	and	aboard.		The	R2	value	for	this	model	is	0.0866	with	a	root	MSE	of	
0.29239.		The	plot	on	the	quantile	plot	(left	column	middle	row	in	Figure	14)	shows	a	slightly	better	
approximation	to	a	normal	line	than	we	had	seen	previously,	which	suggests	that	the	new	model	has	a	slightly	
more	normal	error	term,	although	it	still	does	not	look	perfectly	linear.	
	

>proc reg data=transformations; 
> model ProportionFatalities = Year year_aboard aboard2 log_aboard 
>       / vif tol; 
>run; 
>quit; 
 

	
	
	
	
	
	
	
	
	
	
	

Figure	13:	REG	Procedure	on	new	model	

Figure	14:	Diagnostic	Plots	

Figure	15:	VIF	TOL	Analysis	for	new	model	
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Now	that	we	have	a	new	model	we	have	to	check	for	multicolinearity	again.		This	time	there	does	seem	to	be	
an	issue	of	colinearity	in	the	model.		The	VIF	value	for	the	interaction	term	between	year	and	aboard	is	
17.57728.		Because	this	value	is	larger	than	10	it	suggests	that	the	variable	should	be	excluded	from	the	
model.	
	

>proc reg data=transformations; 
> model ProportionFatalities = Year aboard2 log_aboard; 
>run; 

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
The	above	shows	the	regression	output	for	the	final	model	that	excludes	the	interaction	term	between	year	
and	abroad,	as	this	term	was	shown	to	introduce	multicolinearity	to	the	model.	
	
	
	
	
	
	
	
	
	

Figure	16:	Regression	for	final	model	
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IV. Summary	

	
After	using	various	analytical	techniques,	it	seems	that	the	majority	of	the	variables	in	the	dataset	are	not	
significant	and	should	be	excluded	from	the	model.		That	leaves	the	following	for	the	model:	
	

𝑃𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛𝐹𝑎𝑡𝑎𝑙𝑖𝑡𝑖𝑒𝑠 = 2.10073 − 0.00057258 ∗ 𝑌𝑒𝑎𝑟 − 0.00000419 ∗ 𝐴𝑏𝑜𝑎𝑟𝑑! − 0.04636 ∗ log (𝐴𝑏𝑜𝑎𝑟𝑑)	
	
As	was	noted	earlier,	the	R2	value	is	small	for	this	model,	which	makes	any	predictions	made	using	the	model	
very	imprecise.		Despite	the	impreciseness,	it	is	still	possible	to	make	predictions	using	this	model.		For	
example,	if	we	predict	the	expected	proportion	of	fatalities	on	a	plane	that	crashes	in	2064	with	143	people	
aboard,	we	would	expect	this	proportion	to	be	
	

𝑃𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛𝐹𝑎𝑡𝑎𝑙𝑖𝑡𝑖𝑒𝑠 = 2.10073 − 0.00057258 ∗ 2064 − 0.00000419 ∗ 143! − 0.04636 ∗ log (143)	
 	

This	yields	a	proportion	of	0.603166.		Therefore	we	would	expect	that	approximately	60.3%	of	people	on	
board	the	plane	would	suffer	fatalities.		In	other	words,	if	you	happened	to	be	on	that	plane	with	the	142	
other	people,	you	would	have	a	39.7%	chance	of	surviving	the	crash.		However	as	was	previously	noted,	this	
value	is	not	precise	because	of	the	low	R2	value,	so	this	prediction	has	a	very	wide	confidence	interval.			
	
Examining	the	coefficients	more	closely,	we	see	that	year	has	a	negative	coefficient,	which	suggests	that	plane	
crashes	in	later	years	are	less	deadly	(i.e.	they	have	lower	proportions	of	fatalities)	than	crashes	in	earlier	
years.		This	can	be	loosely	interpreted	as	“provided	your	plane	crashes	today,	you	are	less	likely	to	die	in	that	
crash	than	you	would	have	been	if	you	were	in	that	same	crash	many	years	ago”	although	this	is	a	very	loose	
interpretation	as	there	are	many	other	factors	that	affect	your	likelihood	in	surviving	a	plane	crash.		The	
second	coefficient	(for	the	aboard2	term)	suggests	that	number	of	people	on	board	the	plane	and	proportion	
of	fatalities	in	the	crash	are	negatively	quadratically	related.			That	is,	as	the	number	of	people	on	board	the	
plane	increases,	the	proportion	of	fatalities	in	the	crash	will	decrease	quadratically.		The	last	coefficient	also	
deals	with	number	of	people	on	board	the	plane	but	suggests	that	proportion	of	fatalities	in	the	crash	
decreases	with	the	natural	log	of	the	number	of	people	on	board.	
	
Overall,	this	equation	does	not	seem	like	a	very	accurate	model	to	predict	the	proportion	of	fatalities	in	an	
airplane	crash.		One	of	the	most	important	things	to	note	is	that	the	errors	did	not	seem	to	be	random	as	we	
would	expect	with	our	model	(this	can	be	seen	in	the	many	residual	plots),	therefore	our	assumptions	for	the	
model	failed.			
	
In	order	to	improve	the	model	we	would	likely	need	to	obtain	a	better	dataset	that	contains	more	information	
on	the	plane	and	the	crash.		For	example,	if	we	could	find	out	the	year	that	each	plane	was	built	or	the	amount	
of	experience	the	pilot	had	or	even	the	manufacturer	of	the	engine,	that	may	provide	more	insights	into	the	
proportion	of	fatalities	in	a	crash	and	could	further	improve	the	model.	
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V. Appendix	

	
/*		
			The	data	contains	information	on	airplane	crashes	around	the	world		
			between	1908	and	2009.	The	data	was	obtained	from		
			https://opendata.socrata.com/Government/Airplane-Crashes-and-Fatalities-Since-1908/q2te-8cvq	
				
			Variable	descriptions	can	be	found	at	http://www.planecrashinfo.com/database.htm	
			or	copied	below.	
				
			Number	of	records:	5268	
			Number	of	variables	in	original	dataset:	13	
				
			The	dataset	was	restructured	to	add	columns	for	month	and	year	
			(based	on	the	"date"	in	the	original	dataset)	along	with	hemisphere	
			and	season	(based	on	"date"	and	"location")	from	original	dataset.		
			Hemisphere	and	season	are	approximate	values	should	not	be	interpreted	
			as	exactly	descriptive	of	the	crash.	The	restructured	dataset	
			also	contains	a	column	for	"proportion	of	fatalities	among	people	
			on	board"	and	is	an	exact	representation	of	the	crash	based	on	the	
			"aboard"	and	"fatalities"	values	in	the	original	dataset.	
				
			Number	of	variables	in	final	dataset:	18	
				
			Reponse	Variable:	proportion	of	fatalities	among	people	on	board	
				
			*-----------------------------------------------------------------------------------------------*	
			|	Variable	Information:	 	 	 	 	 	 	 	|	
			|	1.	Date	(date	of	accident	-	mm/dd/yyyy)	 	 	 	 	|		
			|	2.	Month	(month	of	accident	-	mm	-	January	=	1,	December	=	12)		 	|	
			|	3.	Year	(year	of	accident	-	yyyy	-	1908	to	2009)	 	 	 			 	|	
			|	4.	Time	(local	time	when/where	accident	occured	-	24	hour	format)	 	|	
			|	5.	Location	(location	of	crash)	 	 	 	 	 	 	|		
			|	6.	Hemisphere	(hemisphere	of	crash	-	North	or	South)	 	 	 	|	
			|	7.	Season	(season	during	crash	-	Fall/Winter/Spring/Summer)	 	 	|	
			|	8.	Operator	(airline	or	operator	of	aircraft)	 	 	 	 	|	
			|	9.	Flight	Number	(flight	number	assigned	by	aircraft	operator)	 	 	|	
			|10.	Route	(complete	or	partial	route	flown	prior	to	accident)	 	 	|	
			|11.	Type	(aircraft	type)	 	 	 	 	 	 	|	
			|12.	Registration	(ICAO	registration	of	aircraft)	 	 	 	 	|	
			|13.	cn/ln	(Construction	or	serial	number	/	line	or	fuselage	number	 	|	
			|14.	Aboard	(total	aboard	-	crew	and	passengers)		 	 	 	|	
			|15.	Fatalities	(total	fatalities	aboard	-	crew	and	passengers)	 	 	|	
			|16.	Proportion	of	Fatalities	Among	People	on	Board	(Fatalities/Aboard)	 	|	
			|17.	Ground	(total	killed	on	the	ground)	 	 	 	 	 	|	 	 		
			|18.	Summary	(brief	description	of	accident	and	cause	if	known)	 	 	|	
			*-----------------------------------------------------------------------------------------------*	
				
*/	
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/*	Read	in	data	*/	
	PROC	IMPORT	OUT=	plane	DATAFILE=	"/home/coraor0/Stor	455	
Project/added_columns_Airplane_Crashes_and_Fatalities_Since_1908.xlsx"		
												DBMS=xlsx	REPLACE;	
					SHEET="data";		
					GETNAMES=YES;	
	RUN;	
		
	/*	Print	data	*/	
	proc	print	data=plane;	
	run;	
		
	/*	Drop	observations	with	missing	data	in	numerical	variables	*/	
	DATA	nomissing;		
			SET	plane;	
			IF	Month	=	.	or	Year	=	.	or	TimeInMinutes	=	.	or	Winter	=	.	or	Spring	=	.	or	Summer	=	.	or	Aboard	=	.	or	
Fatalities	=	.	or	ProportionFatalities	=	.	or	Ground	=	.	or	TimeInMinutes	>	1440	then	delete;	
	RUN;	
		
	/*	Print	data	with	no	missing	values	*/	
	proc	print	data=nomissing;	
	run;	
	
	/*--Scatter	Plot	Matrix--*/	
title	'Scatter	Plot	Matrix';	
	proc	sgscatter	data=nomissing;	
			label	TimeInMinutes='Time';	
			matrix	Month	Year	TimeInMinutes	Winter	Spring	Summer	Aboard	Fatalities	Ground	ProportionFatalities	/	
						transparency=0.8	markerattrs=graphdata3(symbol=circlefilled);	
	run;	
	
/*	Scatter	plot	for	Ground	*/	
	proc	gplot	data=nomissing;	
		plot	ProportionFatalities*	Ground	;	
	run;	
		
	/*	print	observations	with	outliers	in	Ground	*/	
	proc	print	data=nomissing;	
	var	Date	Location	Operator	Route	Type	Aboard	Fatalities	Ground;	
		where	Ground	>	1000;	
	run;	
	
	/*	Get	summary	descriptive	statistics	for	each	variable	*/	
	proc	means	data=nomissing;	
		var	ProportionFatalities	Month	Year	TimeInMinutes	Winter	Spring	Summer	Aboard	Fatalities	Ground;	
	run;	
		
		/*	Drop	any	outliers	in	TimeInMinutes	*/	
	DATA	newdata;		
			SET	nomissing;	
			IF	TimeInMinutes	>	1440	then	delete;	
	RUN;	
		
		/*	Scatter	plots	for	time	*/	
	proc	gplot	data=newdata;	
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		plot	ProportionFatalities*	TimeInMinutes	;	
	run;	
		
	/*	Histogram	for	response	variable	*/	
	proc	univariate	data=newdata	alpha=.05;	
	var	ProportionFatalities;	
	histogram	/	endpoints	=	0	to	1.0	by	0.1;	
	run;	
		
		/*	Correlation	matrix	*/	
	proc	corr	data=newdata;	
	var	ProportionFatalities	Month	Year	TimeInMinutes	Winter	Spring	Summer	Aboard	Fatalities	Ground;	
	run;	
			
	/*	Identify	potential	outliers	and	influential	cases	*/	
	proc	reg	data=newdata;	
		model	ProportionFatalities	=	Month	Year	TimeInMinutes	Winter	Spring	Summer	Aboard	Ground;	
		output	out=outdata	r=residual	h=hat	rstudent=rstudent	dffits=dffits;	
	run;	
	proc	print	data=outdata;	
		 var	ProportionFatalities	Month	Year	TimeInMinutes	Winter	Spring	Summer	Aboard	Ground	residual	
hat	rstudent	dffits;	
		 where	hat	>	2*9/3026	or	dffits	>	2*sqrt(9/3026);	
	run;	
	data	newdata2;	
			set	outdata;	
			if	hat	>	2*9/3026	and	dffits	>	2*sqrt(9/3026)	then	delete;	
			keep	ProportionFatalities	Month	Year	TimeInMinutes	Winter	Spring	Summer	Aboard	Ground;	
	run;	
				
	/*	Diagnostics	*/	
	proc	reg	data=newdata2;	
		model	ProportionFatalities	=	Month	Year	TimeInMinutes	Winter	Spring	Summer	Aboard	Ground;	
		output	out=temp	student=r;	
		plot	ProportionFatalities*(Month	Year	TimeInMinutes	Winter	Spring	Summer	Aboard	Ground);	
		plot	student.*(Month	Year	TimeInMinutes	Winter	Spring	Summer	Aboard	Ground	p.);	
		plot	student.*nqq.;	
	run;	
	
	/*	Test	Winter/Spring/Summer	*/	
	proc	reg	data=newdata2;	
		model	ProportionFatalities	=	Month	Year	TimeInMinutes	Winter	Spring	Summer	Aboard	Ground;	
		test1:	test	Winter,	Spring,	Summer;	
	run;	
		
		/*	check	for	multicolinearity	*/	
	proc	reg	data=newdata2;	
		model	ProportionFatalities	=	Month	Year	TimeInMinutes	Aboard	Ground		
		/	VIF	TOL;	
	run;	
		
	/*	Transformations	*/	
	data	transformations;	
		set	newdata2;	
		_id_	=	_n_;	
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		month_year	=	Month*Year;	
		month_time	=	Month*TimeInMinutes;	
		month_aboard	=	Month*Aboard;	
		month_ground	=	Month*Ground;	
		year_time	=	Year*TimeInMinutes;	
		year_aboard	=	Year*Aboard;	
		year_ground	=	Year*Ground;	
		time_aboard	=	TimeInMinutes*Aboard;	
		time_ground	=	TimeInMinutes*Ground;	
		aboard_ground	=	Aboard*Ground;	
		aboard2	=	Aboard*Aboard;	
		ground2	=	Ground*Ground;	
		log_aboard	=	log(Aboard+1);	
		log_ground	=	log(Ground+1);	
	run;	
	proc	reg	data=transformations;	
	Stepwise:	model	ProportionFatalities=	Month	Year	TimeInMinutes	Aboard	Ground		
		month_year	month_time	month_aboard	month_ground	year_time	year_aboard	
		year_ground	time_aboard	time_ground	aboard_ground	aboard2	ground2	
		log_aboard	log_ground	/	selection=stepwise;	
	run;	
	quit;		
	
/*	Model	Selection	*/	
	proc	reg	data=transformations;	
	Forward:	model	ProportionFatalities	=	Month	Year	TimeInMinutes	Aboard	Ground	year_aboard	time_aboard	
aboard2	log_aboard		
	 	 	 			/	selection=FORWARD	vif	tol	slentry=0.1;	
	Backward:	model	ProportionFatalities	=	Month	Year	TimeInMinutes	Aboard	Ground	year_aboard	
time_aboard	aboard2	log_aboard		
	 	 	 			/	selection=B	vif	tol	slstay=0.1;	
	Stepwise:	model	ProportionFatalities	=	Month	Year	TimeInMinutes	Aboard	Ground	year_aboard	time_aboard	
aboard2	log_aboard		
	 	 	 			/	selection=stepwise	vif	tol	slentry=0.1	slstay=0.1;	
	rsquare:	model	ProportionFatalities	=	Month	Year	TimeInMinutes	Aboard	Ground	year_aboard	time_aboard	
aboard2	log_aboard		
	 	 	 			/	selection=rsquare	vif	tol;	
	adjrsq:	model	ProportionFatalities	=	Month	Year	TimeInMinutes	Aboard	Ground	year_aboard	time_aboard	
aboard2	log_aboard		
	 	 	 			/	selection=adjrsq	vif	tol;	
	cp:	model	ProportionFatalities	=	Month	Year	TimeInMinutes	Aboard	Ground	year_aboard	time_aboard	
aboard2	log_aboard		
	 	 	 			/	selection=cp	vif	tol;	
	run;	
	quit;	
	
/*	Diagnostics	*/	
	proc	reg	data=transformations;	
		model	ProportionFatalities	=	Year	year_aboard	aboard2	log_aboard;	
		output	out=temp	student=r;	
		plot	ProportionFatalities*(Year	year_aboard	aboard2	log_aboard);	
		plot	student.*(Year	year_aboard	aboard2	log_aboard	p.);	
		plot	student.*nqq.;	
	run;	
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	/*	Added	variable	plots	*/	
	proc	reg	data	=	transformations;	
		model	ProportionFatalities	=	Year	year_aboard	aboard2	log_aboard	/	partial;	
	run;	
	
	/*	Check	for	multicolinearity	*/	
	proc	reg	data=transformations;	
		model	ProportionFatalities	=	Year	year_aboard	aboard2	log_aboard	
			/	vif	tol;	
	run;	
	quit;	
		
	/*	Final	Model	*/	
	proc	reg	data=transformations;	
		model	ProportionFatalities	=	Year	aboard2	log_aboard;	
	run;	


